I will introduce ideas and applications of probabilistic programing languages (PPLs). Probabilistic models have become central to scientific modeling and computer science applications. These models are usually described with a mixture of informal english, math, and box-and-arrow diagrams. Such descriptions can be error prone and are difficult to scale in model complexity. PPLs are formal languages for probabilistic modeling, in which distributions are described via programs with random choices. As a description language PPLs are a convenient and powerful way to construct models; in this talk I will show several examples drawn from recent research in cognitive science (reasoning about player strength and social inference) and graphics (scene synthesis and inverse graphics). Beyond mere description, PPL implementations make it possible to automate the process of inference in probabilistic models. I will discuss a number of techniques for fast and efficient inference in arbitrary probabilistic programs, including Metropolis-Hastings, Hamiltonian Monte Carlo, and Sequential Monte Carlo.
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